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Abstract. The purpose of this paper is to study, for small values of µ, the three-dimensional p–q
resonant orbits that are close to periodic second species solutions (SSS) of the restricted three-body
problem. The work is based on an analytic study of the in- and out-maps. These maps are associated
to follow, under the flow of the problem, initial conditions on a sphere of radius µα around the
small primary, and consider the images of those initial points on the same sphere. The out-map is
associated to follow the flow forward in time and the in-map backwards. For both mappings we give
analytical expressions in powers of the mass parameter. Once these expressions are obtained, we
proceed to the study of the matching equations between both, obtaining initial conditions of orbits
that will be ‘periodic’ with an error of the order µ1−α , for some α ∈ (1/3, 1/2). Since, as µ → 0,
the inner solution and the outer solution will collide with the small primary, these orbits will be close
to SSS.

Key words: restricted three-dimensional three-body problem, close encounters, periodic orbits,
resonance

1. Introduction

Consider the 3D circular restricted three-body problem (RTBP), in which two
primaries (E and M) are moving in circular orbits around their center of masses
and a third body (P ), with infinitesimal mass, moves under the gravitational force
field created by the two primaries. According to Szebehely (1967), appropriate
units of mass, length and time can be chosen so that the gravitational constant, the
angular velocity of the primaries and their mutual distance are all equal to 1 and
the masses of E and M are 1 − µ and µ, respectively. µ ∈ [0, 1] is the so-called
mass parameter. From now on, M will be called the small primary and E the big
one.

For the description of the problem, it is usual to consider a synodic reference
system, Oxyz, in which the primaries are fixed on the x-axis: E is located at
rE = (µ, 0, 0)T and M at rM = (µ − 1, 0, 0)T. If r = (x, y, z)T denotes the
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position of P in this reference frame, the equations of motion for P are (Szebehely,
1967)

r̈ + Aṙ = ∇�(r), (1)

where

A =
 0 −2 0

2 0 0
0 0 0

 , �(x, y, z) = 1

2
(x2 + y2) + 1 − µ

r1
+ µ

r2
, (2)

and r1, r2 denote the distances from P to E and M, respectively:

r2
1 = (x − µ)2 + y2 + z2, r2

2 = (x − µ + 1)2 + y2 + z2.

It is well known that Equations (1) have the first integral (Jacobi’s integral)

|ṙ|2 = 2�(x, y, z) − CJ, (3)

where CJ is the Jacobi constant.
The purpose of this paper is to obtain, for small values of µ, three-dimensional

p–q resonant orbits close to periodic second species solutions (SSS). The p–q
resonant orbits are trajectories of the infinitesimal body P which, approximately,
perform p revolutions around E while M does q revolutions around the center of
masses of the primaries. More precisely, these orbits leave at t = t1 a sphere B in
the configuration space, with center at M and radius µα and return for the first time
to the same sphere at an epoch t2 such that

t2 − t1 = 2πq + εµα + O(µ2α) = 2πτp + δµα + O(µ2α), (4)

where p, q ∈ N are relatively prime, ε and δ are suitable constants and 2πτ is the
period of the elliptic orbit which approaches the motion of P far from M (Font,
2002).

In the present study we will make use of some results obtained in a previous
paper (Barrabés and Gómez, in press), where we studied the set of initial con-
ditions (ri, ṙi), with ri ∈ B, which correspond to spatial p–q resonant orbits.
Some of these results will be summarized in Section 2. The rest of the paper
has two parts: In the first one (Sections 3–5), an analytic study of the so-called
out-map and in-map is done. These two maps correspond to the following: take
initial conditions on the sphere B around M, and consider the return map to B

by the flow associated to (1). The out-map is associated to follow the flow with
t > t1 and if t < t1 we get the in-map. For both mappings we give analytical
expansions in suitable powers of the mass parameter µ. In the second part of the
study (Section 6) we proceed to the study of the matching equations between both
maps, obtaining initial conditions of orbits that will be ‘periodic’ with an error of
the order µ1−α, for some α ∈ (1/3, 1/2). Since, as µ → 0, the inner solution and
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Figure 1. Qualitative representation of the outer and inner solutions. They both leave the sphere B at
ri. The final approximated positions on the same sphere for the outer and inner solution are denoted
by re and rf, respectively.

the outer solution will collide with the small primary, these orbits will be close to
SSS.

The study of the outer solution is based on the results obtained in the above-
mentioned reference. There we proved that if the outer solution is approximated
by the solution of the two-body problem, with the same initial conditions (ri, ṙi),
then the error involved in the approximation is of order O(µ1−α). This allows
the derivation of an expression for the position and velocity at the return to B,
(re, ṙe), in terms of (ri, ṙi). This is the so-called out-map which will be given in
Section 3.

In Sections 4 and 5, we will study the behavior of the inner solution, obtaining
the expressions for the position and the velocity at the epoch at which the orbit
leaves B, (rf, ṙf) (Figure 1). Performing the composition of the inner and the outer
solution (Section 6), we will get the conditions under which the inner and outer
solutions match up to a certain order in terms of µα . These will be the initial
conditions of the orbits close to the SSS.

Beyond their theoretical interest, the solutions studied can be used to perform
gravity assist maneuvers. The usual ‘�V-EGA’ process is used to target a space-
craft to a given nominal orbit (around the large primary) at a low cost. The so-called
‘reverse �V-EGA’ process, in which multiple flybyes to a planet are done, can
be used to reduce the Mercury approach energy, each time a spacecraft makes a
near resonant return to Mercury for a gravity assist, reducing the orbit capture �V
requirement (Yen, 1985).

2. Summary of Known Results

In this section, we will give the restrictions on the initial conditions and the Jacobi
constant that must be fulfilled in order to have a p–q resonant orbit.
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Since the initial conditions will be taken on the sphere B at t1 = 0, they can be
expressed in spherical coordinates as

ri =
 µ − 1 + µα cos ϕ cos θ

µα cos ϕ sin θ

µα sin ϕ

 , ṙi = vi

 cos φ cos ψ

cos φ sin ψ

sin φ

 . (5)

There are several conditions to be imposed on them in order to get a p–q resonant
orbit. First, it is necessary to guarantee that the orbit leaves B at the initial epoch.
This condition can be written as 〈r2i, ṙi〉 > 0 (where 〈 , 〉 denotes the scalar product
and r2i = ri − rM ) and is equivalent to

cos a = cos ϕ cos φ (θ − ψ) + sin ϕ sin φ > 0,

where a is the angle between r2i and rM . Moreover, the variables ϕ, θ , φ, ψ and vi

must be chosen in such a way that the return of P to the sphere B is guaranteed.
Furthermore, the orbit should be a p–q resonant one, so we have a condition for
the time of flight between ri and re (Equation (4)).

It is convenient to use the subscript ‘0’ to denote the zero-order term of any
development in terms of µα . In this way

φ = φ0 + �φ µα + O(µ2α), ψ = ψ0 + �ψ µα + O(µ2α),

cos a = cos a0 + �C µα + O(µ2α) (6)

with

cos a0 = cos ϕ cos φ0 cos (θ − ψ0) + sin ϕ sin φ0,

�C = $0�ψ + �φ (sin ϕ cos φ0 − cos ϕ sin φ0 cos (ψ0 − θ)),

$0 = cos ϕ cos φ0 sin (θ − ψ0).

The above restrictions lead to the following set of equations (see Barrabés and
Gómez, in press, for the details)

(ε − δ)2 + δ2(3 − CJ) + 2 (ε − δ) cos ϕ sin θ + 2δ
√

3 − CJ cos a0 +
+ 2(ε − δ)δ

√
3 − CJ cos φ0 sin ψ0 = 0, (7)

CJ − 2 + 2
√

3 − CJ cos φ0 sin ψ0 =
(
p

q

)2/3

, (8)

6πq

(
q

p

)2/3(√
3 − CJ(cos ϕ cos φ0 sin (ψ0 − θ) + �φ sin φ0 sin ψ0 −

− �ψ cos φ0 cos ψ0) − 2 cos ϕ cos θ
) = ε − δ. (9)
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From Equation (8) it follows that the Jacobi constant must be within the interval
(CJ1, CJ2), with

CJ1 =
(
p

q

)2/3

− 2

√
2 −

(
p

q

)2/3

, CJ2 =
(
p

q

)2/3

+ 2

√
2 −

(
p

q

)2/3

.

(10)

The values CJ1 and CJ2 have to be excluded: if CJ was equal CJ1 or CJ2, then
cos2 φ0 sin2 ψ0 = 1 which is not acceptable (see Barrabés and Gómez, in press, for
more details).

The next restriction follows from the fact that the elliptic orbit that approximates
the p–q resonant orbit has no collisions

ψ0 �= 0 or CJ �=
(
p

q

)2/3

. (11)

Finally, we observe that vi = |ṙi| can be written in terms of µα using Jacobi’s
integral

v2
i = x2

i + y2
i + 2(1 − µ)

r1i
+ 2µ

r2i
− CJ.

It is easy to see that x2
i + y2

i = 1 − 2µα cos ϕ cos θ + O(µ2α) and that
r2

1i = 1 − 2µα cos ϕ cos θ + µ2α, r2i = µα , therefore,

v2
i = 3 − CJ + 2µ1−α + O(µ2α). (12)

3. Out-map

Given some initial conditions (ri, ṙi), with ri ∈ B, we will compute the position
and velocity (re, ṙe) at the return time, t2, to the sphere B. To this end, we will use
that the solution of the RTBP can be approximated by a solution of the two-body
problem and that the error of the approximation is of the order O(µ1−α).

Let R(t) be the solution of the RTBP problem in a sidereal reference sys-
tem, OXYZ, with the same origin as the synodic one, and with initial conditions
(Ri, Ṙi) = (R(t1), Ṙ(t1)), such that |Ri − RM(t1)| = µα , and by RTB the solution
of the two-body problem

R̈ = − R
R3

with the same initial conditions. The following proposition (Barrabés, 2001;
Barrabés and Gómez, in press) holds.
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PROPOSITION 3.1. If there exists tα/2, t
′
α/2 ∈ (t1, t2) such that

R2(t)�µα/2 ∀t ∈ (tα/2, t
′
α/2),

and cos a � ε > 0, then

R(t) = RTB(t) + O(µ1−α), Ṙ(t) = ṘTB(t) + O(µ1−α) (13)

for all t ∈ [t1, t2].
Using (4) and (13), we can compute the sidereal position and velocity at t2.

Since µ2α = O(µ1−α) and (Ri, Ṙi) = (RTB(t1), ṘTB(t1))

R(t2) = RTB(t1 + 2πpτ + δµα) + O(µ1−α)

= RTB(t1 + 2πpτ) + ṘTB(t1 + 2πpτ)µαδ + O(µ1−α)

= R(t1) + Ṙ(t1) δµ
α + O(µ1−α),

Ṙ(t2) = ṘTB(t1 + 2πpτ + δµα) + O(µ1−α)

= ṘTB(t1) + R̈TB(t1)δ µ
α + O(µ1−α)

= Ṙ(t1) − R(t1)

R(t1)
3
δ µα + O(µ1−α).

Since |R| = |r| and using the Jacobi’s integral (3), it can be shown that Ri =
1 + O(µα). Therefore, the out-map in sidereal coordinates is

R(t2) = Ri + Ṙiδ µ
α + O(µ1−α),

Ṙ(t2) = Ṙi − Riδ µ
α + O(µ1−α). (14)

Using the relation between sidereal and synodic coordinates

R = G(t)r, G(t) =
 cos t − sin t 0

sin t cos t 0
0 0 1

 ,

the above equations can be written in synodic coordinates. For the first equation in
(14) we get

r(t2) = GT(t2)(G(t1)ri + (G(t1)ṙi + Ġ(t1)ri)δ µ
α) + O(µ1−α)

=
 1 (ε − δ)µα 0

−(ε − δ)µα 1 0
0 0 1

 ri + δ µα ṙi + O(µ1−α).

For the second equation in (14) it follows that

ṙ(t2) = −GT(t2)Ġ(t2)r(t2) + GT(t2)(G(t1)ṙi + Ġ(t1)ri − δ µα G(t1)ri) +
+ O(µ1−α)

=
 1 (ε + δ)µα 0

−(ε + δ)µα 1 0
0 0 1

 ṙi + O(µ1−α).
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Summarizing, the out-map in synodic coordinates is

re =
(
I − (ε − δ)

2
µαA

)
ri + δ µα ṙi, (15a)

ṙe =
(
I − (ε + δ)

2
µαA

)
ṙi, (15b)

where I is the 3 × 3 identity matrix.
It will be convenient for what follows, to have explicit expressions of the co-

ordinates of the out-map. To this end, we define ϕe, θe, φe, ψe and ve as the spherical
coordinates of the position and the velocity, so

re =
 µ − 1

0
0

 + r2e

 cos ϕe cos θe

cos ϕe sin θe

sin ϕe

 , ṙe = ve

 cos φe cos ψe

cos φe sin ψe

sin φe

 ,

where r2e is the distance from P to M, that can be computed in terms of µα using
(15a). In fact,

r2
2e = µ2α − (ε − δ)µα〈r2i, Ari〉 + 2δµα〈r2i, ṙi〉 +

+ (ε − δ)2

4
µ2α〈Ari, Ari〉 − δ(ε − δ)µ2α〈Ari, ṙi〉 + δ2µ2αv2

i .

Using (5), (6) and (12), the following identities can be obtained

〈Ari, Ari〉 = 4(1 − 2µα cos ϕ cos θ + O(µ2α)),

〈r2i, Ari〉 = −2µα cos ϕ sin θ + O(µ1+α),

〈r2i, ṙi〉 = µα
√

3 − CJ (cos a0 + µα�C + O(µ1−α)),

〈Ari, ṙi〉 = −2
√

3 − CJ (cos φ0 sin ψ0 + µα(�ψ cos φ0 cos ψ0 −
− �φ sin φ0 sin ψ0 + $0)) + O(µ1−α),

and, from them, it follows that

r2
2e = µ2α[1 + 2µαδ

√
3 − CJ(�C + (ε − δ)(�ψ cos φ0 cosψ0 −

−�φ sinφ0 sinψ0 + $0)) − 2µα(ε − δ)2 cos ϕ cos θ + O(µ1−α)].
Thus, using (6), we get that r2e = µα

[
1 + µα�re + O(µ1−α)

]
, where

�re = δ
√

3 − CJ [$0(ε − δ) + �ψ ($0 + (ε − δ) cos φ0 cosψ0) +
+�φ (sin ϕ cos φ0 − sinφ0 (cos ϕ cos(ψ0 − θ) + (ε − δ) ×
× sinψ0))] − (ε − δ)2 cos ϕ cos θ.
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Therefore, from (15a) and the expression for r2e, it can be shown (Barrabés,
2001) that

cos ϕe cos θe = cos ϕ cos θ + δ
√

3 − CJ cos φ0 cosψ0 −
−µα[δ√3 − CJ(�φ sinφ0 cosψ0 + �ψ sinψ0 cos φ0) −
− (ε − δ) cos ϕ sin θ + �re(cos ϕ cos θ +
+ δ

√
3 − CJ cos φ0 cosψ0)] + O(µ1−α), (16a)

cos ϕe sin θe = cos ϕ sin θ + δ
√

3 − CJ cosφ0 sinψ0 + (ε − δ) +
+µα[δ√3 − CJ(�ψ cosφ0 cosψ0 − �φ sinψ0 sin φ0) −
− (ε − δ) cos ϕ cos θ − �re(cos ϕ sin θ + (ε − δ) +
+ δ

√
3 − CJ cos φ0 sinψ0)] + O(µ1−α), (16b)

sin ϕe = sin ϕ + δ
√

3 − CJ sin φ0 + µα[δ√3 − CJ�φ cosφ0 −
−�re(sin ϕ + δ

√
3 − CJ sinφ0)] + O(µ1−α). (16c)

As for the velocity it is easy to see that ve = vi + O(µ2α) then, if cos ϕ �= 0, it
follows from (15b) that

φe = φ + O(µ2α), (17a)

ψe = ψ0 + (�ψ − (ε + δ))µα + O(µ2α). (17b)

4. Inner Solution

As P approaches M, the influence of the big primary can be considered as a
perturbation and inside the sphere B the orbit of P will be, approximately, an
hyperbolic orbit. Since in this situation the orbit approaches one of the singularities
of the system, it is convenient to remove it with a suitable regularization.

Using the regularizing Kustaanheimo–Stiefel variables (Stiefel and Scheifele,
1971) the equations of motion are

u′′ = 1
4(3 − CJ)u + O(µα).

Keeping only the linear terms of the above equation, and coming back to syn-
odic coordinates, the error involved in the approximation is O(µ2α) in position
and O(µα) in velocity. As the error in the approximation of the outer solution
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was of order O(µ1−α), this linear approach will not be enough to match with the
outer solution. Proceeding as in the planar case (Font, 2002), we will introduce, in
addition to the regularization, two more changes of coordinates with which we will
be able to get a suitable approximation of the inner solution.

4.1. CHANGES OF VARIABLES AND REGULARIZATION

In a first step we introduce positions, P = (P1, P2, P3)
T and momenta, Q =

(Q1,Q2,Q3)
T, according to

P = r − rM, Q = ṙ + 1
2Ar2, (18)

where A is given by (2). The equations of motion (1) in these coordinates become

Ṗ = Q − 1
2AP,

Q̇ = ∇�(r) − Aṙ + 1
2Aṙ

= − 1 − µ

r3
1

(P − e1) − µ

r3
2

P − 1

2
AQ + (µ − 1)e1, (19)

where e1 = (1, 0, 0)T, r2
1 = (P1 − 1)2 + P 2

2 + P 2
3 and r2

2 = |P|2. Furthermore, the
Jacobi’s integral (3) in these new coordinates is

|Q|2 − 2(P1Q2 − P2Q1) = (1 − µ)2 − 2(1 − µ)P1 + 2(1 − µ)

r1
+

+ 2µ

|P| − CJ, (20)

where we have used the following identities:

2�(r) = (1 − µ)2 − 2(1 − µ)P1 + P 2
1 + P 2

2 + 2(1 − µ)

r1
+ 2µ

|P| ,
〈ṙ, ṙ〉 = 〈Q,Q〉 − 〈Q, AP〉 + 1

4 〈AP, AP〉.
In a second step we introduce an orthogonal transformation defined by

P̃ = G(t)P, Q̃ = G(t)Q, (21)

where G(t) is the orthogonal matrix introduced in the preceding section for
performing the transformation from sidereal to synodic coordinates. Using
2 Ġ(t) G(t)T = A and G(t)A = AG(t), Equations (19) become

˙̃P = Q̃,

˙̃Q = −
(

1 − µ

r3
1

+ µ

|̃P|3
)

P̃ + (1 − µ)

(
1

r3
1

− 1

)
G(t)e1, (22)
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where r2
1 = |̃P|2 + 1 − 2(P̃1 cos t + P̃2 sin t) and r2 = |̃P|. The Jacobi’s integral

expression (20) becomes

|Q̃|2 = (1 − µ)2 − 2(1 − µ)(P̃1 cos t + P̃2 sin t) + 2(P̃1Q̃2 − P̃2Q̃1) +
+ 2

1 − µ

r1
+ 2

µ

|̃P| − CJ. (23)

The last step is the regularization. Simultaneously, we will perform a change of
scale in order to transform the neighborhood of M of radius µα into a neighborhood
of radius 1. We will use the Kustaanheimo–Stiefel (KS) transformation and, as
usual, we will add a zero fourth component to the vector P̃. The transformation is
defined by

P̃ = µαL(u)u = µα


u1 −u2 −u3 u4

u2 u1 −u4 −u3

u3 u4 u1 u2

u4 −u3 u2 −u1




u1

u2

u3

u4

 ,
dt

ds
= |̃P|.

(24)

Notice that L(u)TL(u) = |u|2 and, consequently, |̃P| = µα|u|2. Therefore, |̃P|�µα

if and only if |u|� 1, thus we want to study the solution of the RTBP in KS co-
ordinates inside B∗ = {u ∈ R

4; |u|� 1}. Furthermore, since (1) is autonomous,
we can consider t1 = 0 and the relation between |̃P| and |u| allows to write

t = −µα

∫ 0

s

|u(τ )|2 dτ.

We denote ′ = d/ds, so u′ = du/ds and d(L(u))/ds = L(u′). To write the new
equations of motion, we will make use of the following lemma.

LEMMA 4.1 (Stiefel and Scheifele, 1971). Let u,w ∈ R
4 satisfy the bilinear

relation l(u,w) = u1w4 − u2w3 + u3w2 − u4w1 = 0. Then

1. L(u)w = L(w)u.
2. 〈u,u〉L(w)w − 2〈u,w〉L(u)w + 〈w,w〉L(u)u = 0.

In order to use these two identities it is necessary that

l(u(s),u′(s)) = u′
4u1 − u′

3u2 + u3u
′
2 − u4u

′
1 = 0 (25)

for all u(s), u′(s). In fact, since l(u,u′) is a first integral of the equations of motion,
Equation (25) has to be fulfilled at just one point, for instance at the initial condition
(s = 0).

For the first equality in (22) and (24) we have Q̃ = (2/|u|2) L(u)u′. Deriving
and using Lemma 4.1 we get

˙̃Q = 2µ−α

|u|4
(
L(u)u′′ − |u′|2

|u|2 L(u)u
)
. (26)
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As |u| is bounded, we can write that

˙̃Q = −µαL(u)u − µ1−2α

|u|6 L(u)u + 3µα(ux cos t + uy sin t)G(t)e1 +
+ O(µ2α),

where ux = u2
1 − u2

2 − u2
3 + u2

4 and uy = 2(u1u2 − u3u4). Equating this expression
with the one obtained in (26), it follows that

L(u)u′′ − |u′|2
|u|2 L(u)u = −µ1−α

2|u|2 L(u)u + O(µ2α). (27)

In order to get the equations of motion it will be necessary to introduce the Jacobi
integral. Using (23), the following expression is obtained:

|u′|2
|u|2 = 3 − CJ

4
+ µ1−α

2|u|2 + µα

2|u|2 (uxu
′
y − u′

xuy) + O(µ2α), (28)

which, together with (27), gives

u′′ = 3 − CJ

4
u + µα

uxu
′
y − u′

xuy

2|u|2 u + O(µ2α).

The term of order µα can be rewritten as

uxu
′
y − u′

xuy

2|u|2 = f (u,u′) + 2(u2u4 + u1u3)l(u,u′)
|u|2 = f (u,u′),

where f (u,u′) = −u2u
′
1 + u1u

′
2 − u4u

′
3 + u3u

′
4. Finally, the equations of motion

become

u′′ = c u + µαf (u,u′)u + O(µ2α), (29)

where c = (3 − CJ)/4.
For the Jacobi’s integral, using (28), we get

|u′|2
|u|2 = c + µ1−α

2|u|2 + µαf (u,u′) + O(µ2α). (30)

The initial conditions, (ui,u′
i), are chosen in such a way that ui is any solution of the

equation P̃i = µαL(ui)ui and u′
i verifies u′

i = 1
2L(ui)

TQ̃i. These initial conditions
ensure that l(ui,u′

i) = 0, as required.

4.2. APPROXIMATION TO THE INNER SOLUTION

Now, we want to find an approximated solution of Equations (29) inside B∗. The
first thing we can do is to linearize. Thus, let ζζζ(s) = (u(s),u′(s))T be the
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solution of

ζζζ′ = Cζζζ + µαF(ζζζ) + O(µ2α), ζζζ(0) = ζζζi =
(

ui

u′
i

)
,

where C =
(

0 I4

cI4 0

)
, I4 the 4 × 4 identity matrix and F(ζζζ) =

(
0

f (u,u′)u

)
.

We also define ζζζ0(s) = (u0(s),u′
0(s))

T as the solution of

ζζζ′ = Cζζζ, ζζζ(0) = ζζζi .

We will use of the following version of Gronwall’s lemma.

LEMMA 4.2. Let g ∈ C1 such that g(t)� 0.

1. If

g(t)�K0t + K1

∫ t

0
g(τ) dτ for t � 0

with K0,K1 > 0, then g(t)�K0t eK1t for all t � 0.
2. If

g(t)�K0|t| + K1

∫ 0

t

g(τ ) dτ for t � 0

with K0,K1 > 0, then g(t)�K0|t| eK1|t | for all t � 0.

Proof. For ε > 0 and t � 0, consider the function hε(t) = (K0 + ε)t eK1t .
Clearly, it verifies the following properties:

(i) hε(0) = 0 = g(0).
(ii) h′

ε(t) = (K0 + ε) eK1t (1 + K1t), h′
ε(0) = K0 + ε.

(iii) g′(0) = limt→0
g(t)

t
�K0 + limt→0

K1
∫ t

0 g(τ) dτ

t
= K0 + K1g(0) = K0.

In this way, g′(0) < h′
ε(0), so for small values of t , g′(t) < h′

ε(t) and also g(t) <

hε(t). We want to see that this inequality holds true for t � 0. Assume that there
exists t0 such that g(t0) = hε(t0). Then

g(t0) = K0t0 + K1

∫ t0

0
g(τ) dτ < K0t0 + K1

∫ t0

0
hε(τ) dτ

= K0t0 + K1(K0 + ε)

∫ t0

0
τ eK1τ dτ

= K0t0 + K0 + ε

K1
(K1t0 eK1t0 − eK1t0 + 1)

= hε(t0) + K0t0 + K0 + ε

K1
(1 − eK1t0).

From the Taylor expansion, it follows that eK1t0 > 1 + K1t0, and we get

g(t0) < hε(t0) + K0t0 + K0 + ε

K1
(1 − 1 − K1t0) = hε(t0) − εt0 < hε(t0),
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which contradicts the initial hypothesis. So we have

g(t) < hε(t) = (K0 + ε)t eK1t ∀t � 0,

and letting ε → 0 we get the desired result. To get the second assertion we have to
apply this result to the function h(−t) = g(t) for t � 0. �

With the preceding notations and above lemma we can establish the following
theorem.

THEOREM 4.3. For all s such that |u(s)|� 1, ζζζ(s) and ζζζ0(s) verify

|ζζζ(s) − ζζζ0(s)|� |s|Kµα ec̄|s|,

where c̄ = max(1, c).

Proof. Writing ζζζ(s) and ζζζ0(s) as

ζζζ(s) = ζζζi +
∫ 0

s

(Cζζζ(τ ) + µαF(ζζζ(τ )) + O(µ2α)) dτ,

ζζζ0(s) = ζζζi +
∫ 0

s

Cζζζ0(τ ) dτ,

and subtracting both expressions, we have that

|ζζζ(s) − ζζζ0(s)| �
∫ 0

s

|C(ζζζ(τ ) − ζζζ0(τ ))| dτ + µα

∫ 0

s

|F(ζζζ(τ ))| dτ +
+ K0|s|µ2α

� c̄

∫ 0

s

|ζζζ(τ ) − ζζζ0(τ )| dτ + µα

∫ 0

s

|F(ζζζ(τ ))| dτ + K0|s|µ2α,

where c̄ = ‖C‖ = max(1, (3 − CJ )/4). The term of order µα is bounded by

|F(ζζζ)|� |u|2|u′|�K1,

since the motion takes place inside B∗ and this implies (thanks to the Jacobi integral
(30)) that u′ is also bounded. Therefore

|ζζζ(s) − ζζζ0(s)|� |s|Kµα + c̄

∫ 0

s

|ζζζ(τ ) − ζζζ0(τ )| dτ,

and, using Lemma 4.2, the theorem is proved. �
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This results states that if we remain inside B∗ for a bounded time, then

ζζζ(s) = ζζζ0(s) + O(µα).

In order to know the magnitude of the error in synodic coordinates, it is necessary
to undo the changes of coordinates. Starting from the equalities

u(s) = u0(s) + O(µα), u′(s) = u′
0(s) + O(µα), (31)

and assuming that |u0| cannot be arbitrarily small, it is easy to see that

r2(t) = r20(t) + µαO(µα), ṙ(t) = ṙ0(t) + O(µα),

where (r0, ṙ0) are the vectors obtained from (u0,u′
0). As it has already been said,

we want to match the inner solution with the outer solution, which can be ap-
proximated by an elliptic orbit with an error of order µ1−α . Therefore, the error
obtained in the approximation of the inner solution is not enough to match with
the approximation of the outer solution. It will be necessary to keep more terms
in Equation (29). The problem is that the term of order µα in these equations,
f (u,u′)u, is not linear. For the purpose of writing the equations of motion in a
way such that the nonlinear terms would be of order µ2α , we will use the first
approximation u0. The essential fact is the following lemma.

LEMMA 4.4. Let f (u,u′) = −u2u
′
1 + u1u

′
2 − u4u

′
3 + u3u

′
4 and (u0,u′

0) be the
solution of

u′′ = cu, u(0) = ui, u′(0) = u′
i.

Then f (u0(s),u0(s)) = f (ui,u′
i) ∀s.

Proof. To proof the lemma we must just use

u0(s) = cosh (
√
c s)ui + sinh (

√
c s)√

c
u′

i,

u′
0(s) = √

c sinh (
√
c s)ui + cosh (

√
c s)u′

i,

to compute f (u0(s),u0(s)). �
In order to use this lemma, assume that the time spent by the third body inside

B∗ is bounded, so we can use the equalities (31). Then

f (u(s),u′(s)) = f (u0(s),u′
0(s)) + O(µα) = f (ui,u′

i) + O(µα),

and, moving back to Equations (29), we can write

u′′ = cu + µαf (u,u′)u + O(µ2α) = cu + µαf (ui,u′
i)u + O(µ2α)

= (c + µαf (ui,u′
i))u + O(µ2α).
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Consequently, we can state that u(s) is a solution of

u′′ = cαu + O(µ2α), u(0) = ui, u′(0) = u′
i,

where cα = (3 − CJ)/4 + µαf (ui,u′
i). As before, we denote by uh(s) the solution

of

u′′ = cαu, u(0) = ui, u′(0) = u′
i,

and ζζζh(s) = (uh(s),u′
h(s))

T. Now, using the same arguments as in Theorem 4.3,
the following result can be proved.

THEOREM 4.5. Let ζζζ(s) and ζζζh(s) be defined as before, and suppose that the time
spent by the third body inside B∗ is bounded. Then

|ζζζ(s) − ζζζh(s)|� |s|Kµ2α ec̄α |s|

for all s such that |u(s)|� 1 and c̄α = max(cα, 1).

In this theorem, we have assumed that the time spent by the third body inside
B∗ is bounded. If this was not the case, then the error of the first approximation
should not be of order O(µα) and the equations of motion could not be written as
u′′ = cαu + O(µ2α). In what follows we will find which conditions are required in
order to satisfy this condition.

If the time spent in B∗ by the third body is bounded, then the time spent
by the hyperbolic approximation, uh, will also be bounded. We know that this
approximation can be written in terms of the initial condition as

uh(s) = cosh (
√
cα s)ui + sinh (

√
cα s)√

cα
u′

i,

u′
h(s) = √

cα sinh (
√
cα s)ui + cosh (

√
cα s)u′

i. (32)

The first equality allows the computation of a solution, sf, of the equation |uh(s)| =
1, in terms of (ui,u′

i). Denoting by ηi the angle between the vectors ui and u′
i and

using the following notation:

Vi = |u′
i|, mα = 1 + V 2

i

cα
, nα = 2

Vi cos ηi√
cα

,

it can be shown that

sf = 1

2
√
cα

ln

(
mα − nα

mα + nα

)
. (33)

Recall that sf < 0, thus, necessarily, (mα − nα)/(mα + nα) < 1. For this it will
be enough that nα > 0. In order to check this condition we will compute 〈ui,u′

i〉.
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Recall that, by the definitions of ηi, Vi and as |ui| = 1, we have that 〈ui,u′
i〉 =

Vi cos ηi. On the other hand, using the changes of coordinates, it can be seen that

〈ui,u′
i〉 =

〈
ui,

1

2
L(ui)

TQ̃i

〉
= 1

2
〈L(ui)ui, Q̃i〉 = 1

2
〈̃Pi, Q̃i〉

= 1

2µα
〈Pi,Qi〉 = 1

2µα

〈
r2i, ṙi + 1

2
A3r2i

〉
= 1

2µα
〈r2i, ṙi〉

= 1

2
vi cos a,

or, equivalently, Vi cos ηi = 1
2vi cos a. As one of the restrictions on the initial

conditions is cos a > 0, we obtain that nα > 0.
To ensure that sf is bounded, we write (33) in terms of µα . The next expressions

will be useful:

— from the definition of cα:
1√
cα

= 1√
c

(
1 − f (ui,u′

i)

2c
µα + O(µ2α)

)
,

— from the Jacobi’s integral:

Vi = √
c

(
1 + f (ui,u′

i)

2c
µα + µ1−α

4c
+ O(µ2α)

)
,

— from the relation between cos ηi and cos a:

cos ηi = cos a

(
1 − f (ui,u′

i)

2c
µα + O(µ2α)

)
.

Thus, we obtain

mα + nα = 2(1 + cos a) − 2 cos a
f (ui,u′

i)

2c
µα +

+ 2(1 + cos a)
µ1−α

4c
+ O(µ2α),

mα − nα = 2(1 − cos a) + 2 cos a
f (ui,u′

i)

2c
µα +

+ 2(1 − cos a)
µ1−α

4c
+ O(µ2α).

Since the expression 1 + cos a is bounded (1 � 1 + cos a � 2), the only problems
can appear in the numerator of (33), because 1 − cos a could take values close to
zero. To ensure that sf is bounded, it will be necessary to require that

1 − cos a � ε ′ > 0

for some positive ε ′ independent of µ. With this hypothesis, we can conclude that

sf = 1

2
√
c

ln

(
1 − cos a

1 + cos a

)
+ O(µα). (34)
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Moreover, when the error involved in the approximation using KS coordinates
was computed in synodic coordinates, it was required that the distance to the origin
had not to be too small. If we only worry about the approximation at time sf, then
this hypothesis is not necessary. However, if we want to ensure that

r(t) = rh(t) + O(µ3α), r′(t) = r′
h(t) + O(µ2α)

for all the time P is inside B, the distance |uh(s)| cannot be close to zero. The
minimum distance to the origin can be written as

|uh(sm)|2 = 1 − 1
2

(
mα − √

m2
α − n2

α

)
.

Again, if 1 − cos a � ε ′ > 0, then this minimum distance will not be near zero.
Consequently, from now on, we assume that |a|� ε > 0 for some ε independent
of µ. With this hypothesis, we are avoiding the case in which the third body leaves
the sphere B in the direction of the radius vector. Observe that if we choose this
direction, when we move back in time we go towards the center of the sphere.

5. In-map

We want to describe the position and the velocity vectors after passing through
B (going back in time) in terms of the initial conditions (ri, ṙi). For this, we are
going to use the hyperbolic approximation already introduced. We define the in-
map as(

rf

ṙf

)
=

(
rh(tf)

ṙh(tf)

)
,

where (rh, ṙh) are the synodic coordinates associated to the approximation (uh,u′
h)

and tf is defined by

tf = −µα

∫ 0

sf

|u(s)|2 ds.

In order to write (rf, ṙf) in terms of (ri, ṙi), we have to compute (uh(sf), u′
h(sf)) and

undo the change of variables introduced in the previous section. Using (32) and
(33), we obtain

uf = uh(sf) = 1

�α

((
1 + V 2

i

cα

)
ui − 2

Vi cos ηi

cα
u′

i

)
,

u′
f = u′

h(sf) = 1

�α

(
− 2Vi cos ηi ui +

(
1 + V 2

i

cα

)
u′

i

)
, (35)

where

�α =
√
m2

α − n2
α =

√(
1 + V 2

i

cα

)2

− 4
V 2

i cos2 ηi

cα
.
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Let us start with the third change of variables defined in (24) and denote by
(̃Pf, Q̃f) the vectors associated to (uf,u′

f). Since |uf| = 1, these vectors can be
written as

Q̃f = 2L(uf)u′
f.

Using (35), the fact that L(·) is linear and Lemma 4.1, the following expressions
can be derived:

P̃f = µα

�2
α

(T1L(ui)ui + T2L(ui)u′
i) = 1

�2
α

(T1Pi + µα

2
T2Qi),

Q̃f = 2

�2
α

(T3L(ui)ui + T1L(ui)u′
i) = 1

�2
α

(2µ−αT3Pi + T1Qi),

where the coefficients Ti , i = 1, 2, 3, are defined by

T1 =
(

1 + V 2
i

cα

)2

− 4
V 4

i cos2 ηi

c2
α

,

T2 = 4
Vi cos ηi

cα

(
2V 2

i cos2 ηi

cα
− 1 − V 2

i

cα

)
,

T3 = − 2Vi cos ηi

(
1 − V 4

i

c2
α

)
.

Now, let us undo the rotation introduced in (21). We denote

Pf = G(tf)
TP̃f, Qf = G(tf)

TQ̃f.

It will be necessary to determine the matrix G(tf). As tf depends explicitly on
u(s) (the solution of the RTBP, which is unknown) we will have to use the ap-
proximation uh(s) and (34) to give an estimation of the final time tf. After some
computations, one gets

tf = −µα cos a√
c

+ O(µ2α).

Therefore, we can write

Pf =
(
I + cos a

2
√
c
µαA

)
P̃f + O(µ3α),

Qf =
(
I + cos a

2
√
c
µαA

)
Q̃f + O(µ2α). (36)
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Now we must expand the coefficients Ti of P̃f and Q̃f, in powers of µα . Inserting
these expansions in (36) (Barrabés, 2001, for the details) one gets

Pf =
(
I + cos a

2
√
c
µαA − cot2 a

2c
µ1−αI

)
Pi +

+ cos a√
c

µα

(
− I +

(
f (ui,u′

i)

c
I − cos a

2
√
c
A

)
µα +

+ cot2 a

4c
µ1−αI

)
Qi + O(µ3α),

Qf =
(

cos a

sin2 a

µ1−α

√
c

)
(µ−αPi) +

(
I + cos a

2
√
c
µαA − cot2 a

2c
µ1−αI

)
Qi +

+ O(µ2α).

At this point, only one change of coordinates remains to deal with. Using (18)
and the fact that |r2i| = µα , finally we arrive to the expressions

r2f =
(

1 − cot2 a

2c
µ1−α

)
r2i +

+ cos a√
c

µα

(
− 1 + f (ui,u′

i)

c
µα + cot2 a

4c
µ1−α

)
ṙi −

− cos2 a

2c
µ2αAṙi + O(µ3α), (37)

ṙf =
(

cos a

sin2 a

µ1−α

√
c

)
(µ−αr2i) +

+
(
I + cos a√

c
µαA − cot2 a

2c
µ1−αI

)
ṙi + O(µ2α),

and it can be shown that

r2f = |rf − rM | = µα(1 + O(µ2α)), vf = 2
√
c

(
1 + µ1−α

4c
+ O(µ2α)

)
.

Let us conclude this section specifying each coordinate of the in-map. We
define, as for the out-map, the spherical coordinates ϕf, θf, φf, ψf and vf:

rf =
 µ − 1

0
0

 + r2f

 cos ϕf cos θf

cos ϕf sin θf

sin ϕf

 , ṙf = vf

 cos φf cos ψf

cos φf sin ψf

sin φf

 .

From (37) we can establish the relations between the angles at the arrival point and
the spherical coordinates of the initial conditions given in (5). For the positions,
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these relations are given by the following equalities:

cos ϕf cos θf = cos ϕ cos θ − 2 cos a0 cos φ0 cos ψ0 + 2µα ×
×

[
cos a0 (�ψ cos φ0 sin ψ0 + �φ sin φ0 ×

× cos ψ0) − �C cos φ0 cos ψ0 +
+ cos a0√

c
cos φ0 (cos a0 sin ψ0 − $0 cos ψ0)

]
+

+ O(µ1−α),

cos ϕf sin θf = cos ϕ sin θ − 2 cos a0 cos φ0 sin ψ0 − 2µα ×
×

[
cos a0 (�ψ cos φ0 cos ψ0 − �φ sin φ0 sin ψ0) +

+ �C cos φ0 sin ψ0 + cos a0√
c

cos φ0 ×

× (cos a0 cos ψ0 + $0 sin ψ0)

]
+ O(µ1−α),

sin ϕf = sin ϕ − 2 cos a0 sin φ0 − 2µα

[
�φ cos a0 cos φ0 +

+ �C sin φ0 + cos a0√
c

$0 sin φ0

]
+ O(µ1−α), (38)

where $0 and �C are defined in (6). For the velocities, the relations obtained are

vf = vi + O(µ2α), φf = φ + O(µ2α),

ψf = ψ +
(
�ψ + 2

cos a0√
c

)
µα + O(µ2α). (39)

6. Matching Maps

The aim of this section is to get initial conditions of spatial p–q resonant orbits
close to periodic orbits. For this goal we will use the in- and the out-maps, which
give the return positions and velocities to the sphere B after passing inside and
outside B, respectively (Figure 1). To get periodic orbits it would be necessary that
both maps were equal. As we have their explicit expressions up to order µ1−α , we
will only match the terms of order zero and order µα of both maps.

We will find restrictions on the variables θ , ϕ, ψ0, φ0, �ψ , �φ and the Jacobi’s
constant CJ in order to fulfill the matching equations. To ensure the orbit is p–q
resonant, the condition (7) will be added and we will also discard those initial that
do not verify 0 < cos a0 < 1.

Thus, let us take the expressions (16a)–(16c) and (17a) for the out-map and (38)
and (39) for the in-map (notice that it is sufficient to lead with these expressions
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because the final distances from P to M, r2e and r2f, and the modulus of the final
velocities, ve and vf, are equal up to order µ2α). First, we will match the zero-order
terms from the final positions. We get, denoting by C = δ

√
3 − CJ

cos ϕ cos θ + C cos φ0 cos ψ0 = cos ϕ cos θ − 2 cos a0 cos φ0 cos ψ0,

cos ϕ sin θ + C cos φ0 sin ψ0 + ε − δ = cos ϕ sin θ − 2 cos a0 ×
× cos φ0 sin ψ0,

sin ϕ + C sin φ0 = sin ϕ − 2 cos a0 sin φ0.

From them we infer that ε − δ = 0 and

ε = δ = −cos a0√
c

. (40)

Observe that ε and δ verify the p–q resonant condition (7). On another hand,
using ε − δ = 0 in (9) we get the equation

− cos φ0 cos ψ0 �ψ + sin φ0 sin ψ0 �φ = cos ϕ cos θ√
c

+ $0, (41)

where $0 = cos ϕ cos φ0 sin (θ − ψ0).
From (39) and (17a) we see that the zero-order terms are equal and the terms of

order µα match if

ε + δ = −2
cos a0√

c
,

which is true according to (40). So, the expressions of the velocities do not bring
any new information.

Let us take the terms of order µα of the coordinates of the final positions (16a)–
(16c) and (38). We denote by O1, O2 and O3 the coefficients of the terms of order
µα in the developments of the out-map and I1, I2 and I3 the coefficients of the
in-map. Then, using the values found for ε and δ we get

O1 = 2 cos a0(�ψ (sin ψ0 cos φ0 + $0(cos ϕ cos θ − 2 cos a0 ×
× cos φ0 cos ψ0)) + �φ (sin φ0 cos ψ0 + (sin ϕ cos φ0 −
− cos ϕ sin φ0 cos (ψ0 − θ))(cos ϕ cos θ −
− 2 cos a0 cos φ0 cos ψ0))),
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O2 = − 2 cos a0(�ψ (cos ψ0 cos φ0 − $0(cos ϕ sin θ −
− 2 cos a0 cos φ0 sin ψ0)) − �φ(sin φ0 sin ψ0 +
+ (sin ϕ cos φ0 − cos ϕ sin φ0 cos (ψ0 − θ)) ×
× (cos ϕ sin θ − 2 cos a0 cos φ0 sin ψ0))),

O3 = − 2 cos a0(�φ (cos φ0 − (sin ϕ cos φ0 − cos ϕ sin φ0 ×
× cos (ψ0 − θ))(sin ϕ − 2 cos a0 sin φ0) −
−�ψ $0(sin ϕ − 2 cos a0 sin φ0)).

I1 = 2�ψ (cos a0 cos φ0 sin ψ0 − $0 cos φ0 cos ψ0) +
+ 2�φ (cos a0 sin φ0 cos ψ0 − cos φ0 cos ψ0(sin ϕ cos φ0 −
− cos ϕ sin φ0 cos(ψ0 − θ))) + c−1/22 cos a0 cos φ0 ×
× (cos a0 sin ψ0 − $0 cos ψ0),

I2 = − 2�ψ (cos a0 cos φ0 cos ψ0 + $0 cos φ0 sin ψ0) +
+ 2�φ (cos a0 sin φ0 sin ψ0 − cos φ0 sin ψ0(sin ϕ cos φ0 −
− cos ϕ sin φ0 cos (ψ0 − θ))) − c−1/22 cos a0 cos φ0 ×
× (cos a0 cos ψ0 + $0 sin ψ0),

I3 = − 2�φ (cos a0 cos φ0 + sin φ0(sin ϕ cos φ0 − cos ϕ sin φ0 cos ×
× (ψ0 − θ))) − 2�ψ $0 sin φ0 − c−1/22 cos a0 $0 sin φ0.

Finally, we have to require that Oi = Ii for i = 1, 2, 3. We get the system of
linear equations in the variables �ψ , �φ,

($0 G1)�ψ + (F G1)�φ = C1, ($0 G2)�ψ + (F G2)�φ = C2,

($0 G3)�ψ + (F G3)�φ = C3, (42)

where $0 is defined in (6), F = sin ϕ cos φ0 − cos ϕ sin φ0 cos (ψ0 − θ) and

G1 = cos a0(cos ϕ cos θ − 2 cos a0 cos φ0 cos ψ0) + cos φ0 cos ψ0,

G2 = cos a0(cos ϕ sin θ − 2 cos a0 cos φ0 sin ψ0) + cos φ0 sin ψ0,

G3 = cos a0(sin ϕ − 2 cos a0 sin φ0) + sin φ0,

C1 = c−1/2 cos a0 cos φ0(cos a0 sin ψ0 − $0 cos ψ0),

C2 = − c−1/2 cos a0 cos φ0(cos a0 cos ψ0 + $0 sin ψ0),

C3 = − c−1/2 cos a0 $0 sin φ0. (43)

In conclusion, in order to match the in-map and the out-map (up to terms of
order µα) it is necessary that there exists c, θ , ϕ, ψ0, φ0, �ψ , �φ verifying (41)
and (42). Next, we will study the values of c, θ , ϕ, ψ0 and φ0 which ensure that
there is solution for the four equations.
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First of all, let us consider the compatibility of (42). We observe that the matrix
of the system

M =
 $0 G1 F G1

$0 G2 F G2

$0 G3 F G3


can only have rang 0 or 1 and that G1, G2 and G3 cannot be simultaneously zero
because G2

1 +G2
2 +G2

3 = 1 − cos2 a0 and cos a0 �= ±1. Thus, M will be of rang 0
if and only if F = $0 = 0. This situation can only happen in one of the following
situations:

1. φ0 = ±π/2 and ϕ = ±π/2.
2. φ0 = ±π/2 and ψ0 − θ = π/2 + kπ for k ∈ Z.
3. θ − ψ0 = kπ for k ∈ Z and ϕ = (−1)kφ0.

The first and the third do not fulfill the condition cos a0 �= ±1. The second case
implies that C1 = C2 = C3 = 0, so the system disappears.

If $0 �= 0 or F �= 0, M has rang 1. Then, system (42) will be compatible if the
determinants

�ij =
∣∣∣∣ Gi Ci

Gj Cj

∣∣∣∣ , i < j,

are all different from zero. The explicit expressions for them are

�12 = �(cos ϕ (cos a0 cos (θ − ψ0) − $0 sin (θ − ψ0)) +
+ cos φ0(1 − 2 cos2 a0)),

�23 = �(cos ϕ sin (θ − ψ0) (sin φ0 cos ϕ sin θ − sin ϕ sin ψ0 cos φ0) +
+ cos ψ0(2 sin φ0 cos2 a0 − sin ϕ cos a0 − sin φ0)),

�13 = �(cos ϕ sin (θ − ψ0) (sin φ0 cos ϕ cos θ − sin ϕ ×
× cos ψ0 cos φ0) − sin ψ0(2 sin φ0 cos2 a0 −
− sin ϕ cos a0 − sin φ0)),

where

� = −cos2 a0 cos φ0√
c

,

and where we know that cos2 a0 �= 0. Let us study them in the case of the planar
and spatial RTBP separately. In the planar case ϕ = φ0 = 0 and, substituting in the
expressions above, we get that �ij = 0 for all i, j . Thus, in the planar restricted
problem the system (42) has solution with one degree of freedom.

In the spatial case (when ϕ or φ0 do not vanish), the unique solution of �ij = 0
for all i, j which is acceptable (0 < cos a0 < 1) is φ0 = ±π/2. Then, we have the
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following cases:

1. If φ0 = ±π/2 and θ −ψ0 �= π/2 + kπ for k ∈ Z, the system (42) has solution
with one degree of freedom.

2. If φ0 = ±π/2 and θ − ψ0 = π/2 + kπ for k ∈ Z, the system (42) reduces to
the system 0 = 0.

The final step is to find which solutions of (42) verifies the equation (41). We
will continue this study separately for the planar and spatial case.

6.1. PLANAR CASE

In this section, we will take ϕ = 0 and φ0 = 0. In this case, we have seen that the
outer and the inner maps match up to terms of order µα , which is equivalent to say
that the system (42) has solution. In fact, this system reduces to one equation (the
system has rang 1) and we have to add Equation (41). After substituting the values
ϕ = 0 and φ0 = 0 in both equations we get

sin2(θ − ψ0)�ψ = −1√
c

cos(θ − ψ0),

− cosψ0 �ψ = cos θ√
c

+ sin(θ − ψ0). (44)

(Observe that �φ has disappeared. We are dealing with plane orbits.) In order to
ensure that the system (44) has solution we have to add the condition

E(θ,ψ0) = 1√
c

(
cos θ sin2(θ − ψ0) − cosψ0 cos(θ − ψ0)

)
+

+ sin3(θ − ψ0) = 0. (45)

We observe the following properties:

1. E(θ + π,ψ0) = −E(θ,ψ0), thus if (θ, ψ0) is a solution of (45), (θ + π,ψ0)

too.
2. If CJ = −1 (or c = 1), then ψ0 = π/2 are solutions of (45).
3. The values

(a) (θ, 0), with tan3 θ = 1/
√
c,

(b) (0, ψ0), sin3 ψ0 − 2√
c

sin2 ψ0 + 1√
c

= 0

are also solution of E(θ,ψ0) = 0.

These properties allow us to find, numerically, the solutions of (45), which can be
seen in Figure 2.

At this point, it is necessary to remember that ψ0 and θ are subjected to the
restrictions (11) and (8) which, in the present case, are written as

sinψ0 = 2 − CJ + (p/q)2/3

2
√

3 − CJ
, CJ �=

(
p

q

)2/3

(46)
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Figure 2. Curves E(θ,ψ0) = 0. The figures on the top are for the values of Jacobi’s constant
CJ = −2 for the figure in the left side and CJ = −1 for the figure in the right. The figures on
the bottom are for CJ = 1 for the figure in the left and CJ = 2 for the figure in the right.

for CJ ∈ (CJ1, CJ2) (see (10)). Therefore, depending on p and q we get the follow-
ing cases:

— If p/q = 1, then sinψ0 = √
3 − CJ/2 = √

c. Thus ψ0 ∈ [0, π ] \ {π/2} (if
ψ0 = π/2, from (8) it follows that CJ = CJi, for i = 1 or 2, which is not
acceptable), and there is only one value for CJ for every ψ0.

— If p/q < 1, then fixed ψ0 ∈ [0, 2π ] \ {π/2, 3π/2}, there is one value for CJ

given by
√

3 − CJ = 2
√
c = sinψ0 +

√
sin2 ψ0 + 1 − (p/q)2/3.

— If p/q > 1, it will be necessary that sinψ0 �
√
(p/q)2/3 − 1 and there are two

values for CJ: 2
√
c = sinψ0 ±

√
sin2 ψ0 + 1 − (p/q)2/3.

Any value of CJ and ψ0 verifying (46) is called an admissible value. Then, fixing
an admissible value for CJ and ψ0, it is necessary to see if there exists any value
for θ verifying (45). First of all, it can be proved that there exists two values. This
follows from the fact that we can write

E(θ,ψ0) = 1
4r(3 cos(θ − σ1) + cos(3θ − σ2)),
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where r = (3 − 2c − (p/q)2/3)/2c and σ1, σ2 depend on ψ0 and c. For a fixed ψ0,
the number of solutions of E(θ,ψ0) = 0 is the same as the number of solutions of
the equation 3 cos x + cos(3x + s) = 0, which has two solutions.

Concluding, we get that

— If p/q = 1, sinψ0 = √
c and, for a fixed CJ, the solutions of (45) are θ =

ψ0 ± π/2. But for these values, cos a0 = cos(θ − ψ0) = 0 so they are not
admissible.

— If p/q �= 1, then θ = ψ0 ± π/2 are not solutions of (45). Using the first
property of the function E(θ,ψ0), we get two solutions θ1 and θ2 such that
θ2 − θ1 = π . This implies that cos(θ1 − ψ0) cos(θ2 − ψ0) < 0. Therefore we
only get one admissible value for θ (which verifies cos a0 = cos(θ −ψ0) > 0).

Thus we have seen that for p �= q, there is a family of values for CJ, ψ0 and
θ that guarantee the orbit is p–q resonant and the inner and outer maps match
up to order µα . However, we cannot say the same for p = q = 1. This can be
explained as follows: the generating orbits (for µ = 0) associated to p–q resonant
orbits are bifurcation orbits of 1st species–2nd species (Hénon, 1997). When p =
q = 1, a generating orbit of 1st species can only be an ellipse intersecting the
unit circle twice (type 1) or a retrograde circle of radius 1 and period 2π (type 3).
Hénon (1997, p. 102) proves that there cannot exist orbits of type 1 of 1st species–
2nd species. If the generating orbit was of type 3 then the third body P and the
secondary M would have a previous encounter at a half period, which cannot be
possible because we have supposed that |r(t) − r

M
(t)| > µα for t ∈ (t1, t2).

In Figure 3 several plane p–q resonant orbits with initial conditions are repre-
sented such that the outer and inner maps match.

6.2. SPATIAL CASE

As we have seen, for spatial orbits, the system (42) has solution only for φ0 =
σπ/2 with σ = ±1. For these values, we have to study which solutions of (42) are
also a solution of (41). There are two possibilities:

— ψ0 − θ = π/2 + kπ for k ∈ Z. Then, the system (42) reduces to the system
0 = 0 and the solution of (41) are

�φ =
{
σ (−1)k

cos ϕ√
c

if cos θ �= 0,

indefinite if cos θ = 0,
and �ψ can take any value.

— ψ0 − θ �= π/2 + kπ for k ∈ Z. Then, the system (42) reduces to one equation:
F Gi �φ = 0.

As Gi cannot vanish simultaneously for all i, the solution of (42) will be �φ =
0. Moreover, as φ0 = σπ/2 Equation (41) will be

σ sinψ0 �φ = cos ϕ cos θ√
c

.
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Figure 3. Examples of plane p–q resonant orbits close to periodic SSS. The figures on the top are
orbits 1–2 resonant for CJ = −0.850431 and CJ = 1.059752 (the orbits on the left and on
the right, respectively). The figures on the middle are 2–1 resonant orbits for CJ = 0.303724 and
CJ = 0.565699. The figures on the bottom are 2–3 resonant orbits (left) and 3–2 resonant orbits
(right).
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Figure 4. Examples of spatial p–q resonant orbits close to periodic SSS. For all cases we have taken
θ = π/2 and �φ = 0. The figures on the top are 1–2 resonant orbits. The figures on the middle are
1–3 resonant orbits. The figures on the bottom are 1–5 resonant (left) and 3–5 resonant orbits (right).
For the figures on the left we have taken φ0 = π/2 and for the figures on the right φ0 = −π/2.



THREE-DIMENSIONAL p–q RESONANT ORBITS 173

As �φ = 0, we get cos ϕ cos θ = 0. But cos ϕ �= 0 (if not, cos a0 = ±1), so
cos θ = 0 and, then, θ = π/2 + mπ for m ∈ Z.

Again we have to remember that these solutions have to verify the restrictions
(11) and (8). The first one is obviously true and the first one reduces to

CJ = 2 +
(
p

q

)2/3

.

This will imply that p must be less than q.
Finally, in Figure 4 several spatial p–q resonant orbits with initial conditions

�φ = 0 and θ = π/2 are represented. This implies that the initial conditions are
(up to order µα)

x = µ − 1, y = µα cos ϕ, z = µα sin ϕ,

ẋ = 0, ẏ = 0, ż = v sinφ0.

The arc of orbit represented is obtained by integrating the equations of motion from
t = 0 to t = 2πq + εµα.

7. Conclusions

In this paper, we have proved the existence of solutions of the spatial RTBP close
to SSS. The study is done analyzing the conditions under which the inner and outer
solutions, both on a sphere of radius µα around the small primary, match up to a
certain order in terms of µα . The matching is analyzed carefully in the planar and
the spatial case.
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Stiefel, E. and Scheifele, G.: 1971, Linear and Regular Celestial Mechanics, Die Grundlehren der
Mathematischen Wissenschaften, Band 174, Springer-Verlag, Berlin, Heidelberg, New York, IX.

Szebehely, V.: 1967, Theory of Orbits. The Restricted Problem of Three Bodies, Academic Press,
New York.

Yen, C.L.: 1985, ‘Ballistic Mercury orbiter mission via Venus and Mercury gravity assist’, AAS/AIAA
Astrodynamics Specialist Conference, Paper AAS 85-346.


